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Ethics of Building + Implementing Predictive
Analytics

Phase 1: Acquiring Data

« Consent

« Data Set Representativeness

« Governance

Phase 2: Building and Validating Model
* Auditing

* Transparency

* Trade Secrecy

Phase 3: Testing Model in Real World Settings
* Notice and Consent for Use on Patients?
 Liability

* Regulator Role

Phase 4: Broad Dissemination

« Equitable Access




Al and Bias: More Complex than Meets the Eye
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Dissecting racial bias in an algorithm used to manage
the health of populations

Z1AD DBERMEYER , BRIAM POWERS, CHRISTIME VOGELI, AND , SENDHIL MULLAINATHAN Authors Info & Affiliations

SCIENCE - 250ct 2019 - Vol 366)s5ue 6464 - ppdd47-453 - DOL10.1126/science.aax? 342

Racial bias in health algorithms

The U.S. health care system uses commercial algorithms to guide health decisions. i
Obermeyer et al. find evidence of racial bias in one widely used algorithm, such
that Black patients assigned the same level of risk by the algorithm are sicker than
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